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Abstract 

 Malware detection is an important cybersecurity research area 

to provide several security technologies and techniques applied to 

counter at-tacks targeting information systems and networks. Different 

data extrac-tion tools apply classification algorithms in order to 
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identify malicious codes. In this work, we compare the WEKA and the 

Rapid Miner data mining tools in regard to their use of state-of-the-art 

classification al-gorithms Naive Bayes and Random Forest for 

malware detection. The analysis is performed by using a dataset 

generated by submitting mal-ware artifacts to a SandBox. Results 

show that WEKA presents better performance with the Random Forest 

algorithm, whereas for Naive Bayes the best tool is Rapid Miner. 

 

Keywords: Malware Classification, Machine Learning, Naive Bayes, 

Random Forest, WEKA, Rapid Miner. 

 

 

1 INTRODUCTION 

 

The growth of information technology increased the number of cyber 

attacks around the world. Such attacks can be executed by using 

malicious software, which are programs designed to perform harmful 

actions on a computer. Since new malware variants are regularly 

created with new evasive skills, anti-malware products (for example, 

antivirus software) are not able to keep up with the creation and 

dissemination of several artifacts, which makes malware analysis 

techniques ine cient. The number of unique samples of malware has 

increased dramatically over the last 10 years, probably exceeding 1,2 

billion in the end of 2021, as it can be seen in Figure 15. 

 Therefore, manual analysis for signature generation becomes 

impractical, since it takes a lot of time compared to the speed of 

creation and spreading of new malware. In this scenario, automatic 

analysis is a more efficient option. However, one of the great problems 

of automatic analysis is that the interpreta-tion of the large reports 

generated by sandboxes (i.e., restricted and controlled environments 

for the execution of artifacts, usually suspicious software) is left to the 

user. To overcome this issue, such reports can be treated and 

submitted to machine learning algorithms to generate classifiers with 

good performance in order to perform malware detection and 

classification tasks [1]. 

 

                                                             
5 https://www.av-test.org/en/statistics/malware/ 
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Figure 1: Total number of malware (in millions) from 2012 to 2021. 

        

There are several works in the literature about comparative studies of 

data mining tools applied on classification. In [3], the authors 

proposed the use of data mining tools to perform intrusion detection in 

wireless local area networks (WLANs). They presented theoretical 

details about WEKA, SPSS and Tana-gra, providing a brief 

description of each tool. 

 Sharma et al. [4] described the main features of WEKA and 

provided a quick start on other data mining tools. The authors 

evaluated WEKA with different classification algorithms, such as 

Naive Bayes and Classi cation Trees. 

 In 2018, Bisht et al [2] performed a comparative study of 

several data mining tools for intrusion detection including WEKA and 

Rapid Miner. They have done a preliminary analysis of the results of 

three different data mining tools using the KDD’99 attack dataset 

[16], obtaining promising results. 

 Finally, in 2019, Kawelah and Abdala [17] did a comparative 

study between WEKA and Rapid Miner with Random Tree and 

Random Forest classification algorithms for network intrusion 

detection. The authors used the KDD’99 [16] attack dataset and 

concluded that WEKA plus Random Forest outperformed the other 

tools. In the same year, the authors performed a similar study using 

the C4.5 and Decision Stump algorithms [20]. 

 



César Augusto Borges de Andrade, João Paulo Abreu Maranhão, Gildásio Antonio de 

Oliveira Júnior, Rafael T. de Sousa Jr.– Automatic Malware Analysis Based on 

Machine Learning: a Comparative Study of the WEKA and Rapid Miner Tools 

 

 

EUROPEAN ACADEMIC RESEARCH - Vol. IX, Issue 6 / September 2021 

3643 

The main contribution of this work is to compare WEKA and Rapid 

Miner tools by applying Naive Bayes and Random Forest algorithms 

for automatic malware analysis and consequently determine which 

one is the best data mining tool in this specific case. 

 The remainder of this paper is organized as follows. Section 2 

presents a brief description about the data mining tools and 

classification algorithms used in this work. In Section 3 we compare 

the performance of WEKA and Rapid Mine tools with Naive Bayes 

and Random Forest classification algorithms and present the 

simulation results. Finally, Section 4 concludes the paper.  

        

2 DATA MINING TOOLS AND CLASSIFICATION 

ALGORITHMS 

 

In this section we present a brief description about the WEKA and 

Rapid Miner data mining tools, as well as the Naive Bayes and 

Random Forest state-of-the-art classification algorithms. 

 

2.1 WEKA 

WEKA is a data mining system developed by the University of 

Waikato, New Zealand, in 1992 [5]. It is a collection of different 

machine learning algorithms that can be used with data mining [6] 

and contains several tools for data pre-processing, sorting, regression, 

clustering, association and visualization rules. WEKA is well suited 

for developing new machine learning schemes [7] and is considered an 

independent platform because the program is written in the JavaTM 

language, with a graphical interface for interacting with data and 

producing visual results. Since WEKA contains a generic API, we can 

include it in our applications for several tasks such as automatic 

server-side data mining [8]. 

 

2.2 Rapid Miner 

Rapid Miner was developed in Java by Klinkenberg et al in 2001 [9]. 

It is used for commercial applications, as well as for research, 

education and training. The development of applications supports all 

stages of data mining processes, including data preparation, 

visualization results, validation, and model opti-mization. Rapid 

Miner is one of the most commonly used analytical tools for tasks that 
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requires rapid predictive recognition and was considered a leader in 

the 2016 Gartner Magic Quadrant for Advanced Analytics Platforms 

[9]. 

 

2.3 Naive Bayes 

Naive Bayes algorithm is a probabilistic classifier based on the Bayes’ 

Theorem [10]. Such algorithm can be used classify texts based on the 

frequency of words and consequently identify if An e-mail is a SPAM 

[11]. Since Naive Bayes is very fast and simple, it presents a 

relatively higher performance than other classi ers. In addition, the 

algorithm needs a small number of test data to complete 

classifications with a good accuracy. Since it has a relatively high 

speed and only needs a few data to perform classification, Naive 

Bayes can be used for real-time predictions. 

 

2.4 Random Forest 

Random Forest algorithm is a decision tree based classifier which 

recognizes patterns of several classes at the same time [12]. According 

to Breiman [12], Random Forest is considered as an extension of the 

decision tree algorithm, since it makes use of resampling methods in 

order to improve the accuracy of constructed models. The algorithm 

was initially proposed by Ho in 1995 [14] and subsequently developed 

by Breiman in 2001 [12]. Such an algorithm combines the concepts of 

bagging [13] and random selection for the construction of a set of trees 

with controlled variance. Each tree votes a decision on the class of a 

given object and the class with the highest number of votes is selected. 

        

3 AUTOMATIC MALWARE ANALYSIS BASED ON MACHINE 

LEARNING 

 

In this section we discuss the performance of WEKA and Rapid Miner 

data min-ing tools when applying Naive Bayes and Random Forest 

algorithms on malware classification. All experiments were executed 

on a computer with Intel® CoreTM i3 2.10 GHz, with 8 GB of RAM and 

operational system Linux Ubuntu. The data mining tool versions were 

WEKA 3.6.13 and Rapid Miner Studio 9.3.001. The artifacts are 

applied on the Cuckoo Sandbox 2.0.6, which is an advanced open 

source automated malware analysis system. Figure 2 illustrates the 
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mal-ware analysis methodology, which is composed by six blocks 

described in the following subsections. 

 

 
Figure 2: Malware analysis methodology. 

       

3.1 Artifact Collection 

The rst block of Figure 2 corresponds to the artifact collection. For 

per-formance analysis, we consider the dataset generated from the 

submission of artifacts in a sandbox, according to the distribution 

shown in table 1. Two sets of examples are considered, malware and 

not malware, both in PE (Portable Executable) format. The malware 

dataset was extracted from the VX Heaven Windows Virus Collection 

repository [18]. Non-malware or benign programs were collected from 

clean Windows machines. 

        

3.2 Malicious Behavior Identication 

The automatic artifact analysis is performed in the second block of 

Figure 2. Each sample is automatically applied on the Cuckoo 

Sandbox, which generates an artifact activity report in csv (comma-

separated values) format. This process is brie y described in Figure 3. 
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Figure 3: Malware analysis in Cuckoo Sandbox 

       

The submission of the artifacts was performed automatically through 

a script implemented in shell script language. The overall process for 

each artifact, from submission to generation of the Cuckoo Sandbox 

report, is nished in approximately 6 minutes. 

 

3.3 Customized Behavior Analysis 

The next block of Figure 2 corresponds to the customized behavior 

analysis. This phase is divided into two steps: (i) Attribute 

Engineering, and (ii) Learning and Evaluation. 

 

3.3.1 Attribute Engineering 

In this step three activities are performed: selection of relevant 

attributes from the dataset, creation of the dictionary of terms and 

creation of the vector model. 

 

1. selection of relevant attributes: the most relevant attributes are 

iden-ti ed  from all csv reports. In our experiments, 121 

attributes were initially selected, which are some APIs commonly 

used by malware activities [19]. 

2. creation of the dictionary of terms: from the 121 initial APIs, the 

20 most  relevant were selected to compose our dictionary of 

terms, as shown  in Figure 4. In this set, two more attributes 

were added: number of processes created and number of 

downloads performed during the analysis. 
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3. creation of the vector model: each csv report is compared to the 

dic-tionary of terms and the frequency of each term is recorded. 

Next, the csv reports are converted into an attribute vector. This 

is done  automatically through a script, implemented in the 

shell script language, which crosses the artifact with the most 

suspicious features. 

 

 
 

Figure 4: The most relevant APIs selected from the dataset. 

        

3.3.2 Learning and Evaluation 

In this phase, we apply machine learning techniques on the attribute 

vector les for learning and evaluating malware. As data was 

represented in vector form, several classification algorithms can be 

chosen and compared with each other. We verify the performance of 

the methodology through several parameters such as accuracy, 

sensitivity and precision. 

 

3.4 Evaluation Metrics Choice 

The evaluation metrics are chosen in the fourth block of Figure 2. In 

this work, we considered accuracy, precision and recall as the 

performance metrics, which are de ned as follows [2]: 

      

where TP, TN, FP and FN denote respectively the number of True 

Positives, True Negatives, False Positives and False Negatives. 
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3.5 Experiments and Result Analysis 

Finally, the fifth and sixth blocks in Figure 2 correspond to the 

experiment conduct and result analysis, respectively. In this work we 

performed four experiments: procedures 1 to 3 evaluated different 

classes of malware, while a set composed by malware samples 

extracted from each previous experiment was analyzed in procedure 4. 

All experiments are described in Table 1. 

 

 

 

We performed experimental analysis on WEKA and Rapid Miner tools 

using Naive Bayes and Random Forest classification algorithms. The 

table 2 shows the obtained results. Each table column describes, 

respectively, the identification number for each experiment, type of 

classification algorithm, accuracy, recall and precision. In each line, 

the best performance of each tool is in bold. 
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From the results shown in table 2, we observe that Rapid Miner, in 

most of the cases, provides better results with Naive Bayes classi er. 

Otherwise,         

 Random Forest, in most of the cases, provides better results in 

the experiments in WEKA. Such observation is corroborated by 

Figures 5 and 6, which illustrate the comparison between both tools 

when considering the results obtained in experiment 4. 

        

 
 

 

     

4 CONCLUSION 

 

Data mining tools play a fundamental role in malware analysis and 

detection. In this work, we build a dataset from the submission of 

thousands of artifacts into a sandbox. Based on this preprocessed 

dataset, a comparative study between WEKA and Rapid Miner tools 

was performed. We observed that Naive Bayes is outperformed by 

Random Forest algorithm when Rapid Miner tool is applied, while the 

inverse performance occurred with WEKA. As a future work, we 

intend to provide an in-depth analysis of the results for several data 

mining tools applied to automatic malware detection and 

classification. In addition, we intend to apply this same methodology 

to other platforms, such as Android and Linux. 
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